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Large Language Models Know What To Say But Not 
When To Speak



Turn-Taking Ensures Understanding

Turn-taking is rapid (200 ms on average)[2].1

2

Deviations from normative timing are used to 

convey social information[2]. 

Smooth turn-taking in human 

interaction ensures a minimum 

level of understanding[1].

3

Speaker allocation occurs on a turn-by-turn basis[2].



Turn-Timing in Spoken Dialogue Systems

SDS fail to replicate human-like 

naturalistic turn timing.

This adversely affects user 

experience in several ways.[3, 4, 5]

The system cannot exploit norms to convey 

information (e.g., delayed response). 

The system interrupts speakers (e.g., untimely 

feedback).

Humans attribute the system as being the trouble 

source and react in marked ways (frustration, 

amusement etc.).

1
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Can LLMs be Used to Improve Naturalistic Turn-
Timing in SDS?

LLMs have shown promise in producing conversational content, and even identifying turn ends. 

However, LLM-based approaches face two major challenges.

1 Opportunities to speak within-turns are difficult to identify.

2
Most LLMs are trained on written-first language, which differs significantly in structure and 

usage from spoken language.  



Turn-Taking in Natural Conversation



Atoms of Turn-Taking

A Turn Construction Unit (TCU) is an atom in turn-taking that may be a word, phrase, or sentence that 

is standalone and makes full sense in the context[6,7]. 



Turns: Same-Speaker TCUs 

A turn consists of one or more TCUs by the same speaker, typically within 1000 ms of each other.[6,7]. 



Opportunities for Transition

Transition Relevance Places (TRPs) present opportunities for turn-transition where a listener may, but is 

not obligated, to speak. 



TRPs Between Turns (Switches)

TRPs where a speaker-switch occurred, which can be easily identified retroactively.

Transition Relevance Places (TRPs) are opportunities for turn transition that occur between TCUs. 

Turn Construction Units (TCUs) are atoms of turn taking that encompass sentential, phrasal, and lexical constructions.

I find that I am very tired after small physical activity,

I am wondering if perhaps I have a condition. 
Speaker-1

TRP between turns

I don’t think you do! Speaker-2



TRPs Within Turns (Continuations)

TRPs where a speaker switch might have but did not occur, which is difficult to identify retroactively. 

I find that I am very tired after small physical activity,

I am wondering if perhaps I have a condition. 

TCU-1

TCU-2

Speaker-1
TRP within turn

Transition Relevance Places (TRPs) are opportunities for turn transition that occur between TCUs. 

Turn Construction Units (TCUs) are atoms of turn taking that encompass sentential, phrasal, and lexical constructions.
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Locating Opportunities for Turn-Taking

How do we identify opportunities to speak (TRPs) within turns in natural 

conversations?
Inquiry 

Approach Develop an experimental paradigm to identify opportunities for 

transition in an ecologically valid manner. 



TRPs: The Data Problem

Existing corpora only reliably annotate TRPs at turn switches, which are a small subset of all TRPs[8]. 

1 There is individual variability in responses at TRPs.

2 TRPs within-turns are difficult to retroactively identify with high ecological validity.

1

We want to develop an experimental paradigm to annotate TRPs within turns with high ecological 

validity i.e., with a focus on generalizability. 

Between turn TRPs are TRPs where a turn switch occurred.

Within-turn TRPs are TRPs where a listener might have, but did not, take a turn.



Stimulus Contains Multiple TRPs  

Data was collected from the In Conversation Corpus (ICC), a high-quality speaker-separated corpus of natural interaction collected at 

the Tufts Human Interaction lab.

A stimulus is a turn that was originally one side of a dialogue.  

It contains multiple opportunities (TRPs) where the listener may respond. 

𝑆𝑡𝑖𝑚𝑢𝑙𝑢𝑠𝑖

1



Stimulus Lists are a Set of Stimuli

A stimulus list is a collection of independent stimuli that are separated by a sound (to indicate a new 

stimulus).

𝑆𝑡𝑖𝑚𝑢𝑙𝑢𝑠1 𝑆𝑡𝑖𝑚𝑢𝑙𝑢𝑠2 𝑆𝑡𝑖𝑚𝑢𝑙𝑢𝑠𝑛.        .         .

Demarcating Noise

Stimulus list (15 minutes total)

1

We used four stimulus lists (two distinct lists and their reversals). 



Participants Respond at TRPs

Participants were asked to listen to a stimulus list as if they were part of the dialogue, thus using the 

same anticipatory process in natural conversations.   

Each Participant produced one-word responses at as many points as they judged to be appropriate.

1

We recruited 120 participants such that 30 participants responded to each list. 



Actual Participant Responses

1

We expect to see a distribution of participant responses centered around some ‘true’ within-turn TRP.
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Locating Opportunities for Turn-Taking

We would now like to predict within-turn TRPs in spoken language. How 
effective are LLMs as a baseline for this prediction, given their training 

on vast amounts of written-first language? 

Inquiry 

Approach We formulate a binary decision task for models to predict TRPs based on 

preceding linguistic information and measure performance through 

various metrics. 



2

Formalism of Turn Components

A stimulus (S) has N words and K responses.

Ti is a binary R.V for intervals (Ii,j) between words, 

and TR,S as the set of predictions after each word. 

A Prefix is the set of words in S from the first to 

the i-th word. 



2

Formalism of Turn Components

Task Definition: Given a stimulus S, and the 

set of all prefixes PS, where each Ti in TR,S

occurs after each of the prefixes in Pi in PS



Evaluation Metrics

We evaluated the ability of models to predict TRPs using a range of metrics.

2

1 Classification Metrics measure binary labeling task 

performance, while considering class imbalance.

2
Temporal Metrics provide a measure of how far away model 

predictions participant-agreed TRPs. 

2
Agreement Metrics determine how well models agree with 

each other and participants over chance. 



Results
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Takeaways

1 LLMs struggle to predict within-turn TRPs despite various ICL strategies and their pre-training 

on vast amounts of language. 

2
High performance on written language tasks does not translate to high performance on 

normative spoken language tasks.  

3 Our research highlights this gap, which limits dialogue systems ability to use non-verbal cues to 

provide social information.   

4
We contribute a specialized empirical dataset of participant-labeled TRPs and establish 

baseline performance on the TRP prediction task. 
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